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Abstract— Currently, the Congo Basin represents the most important center 

in terms of biodiversity concentration, especially with the increasing 

deforestation observed in the Amazon. The available climate models are 

mostly at larger scales, and few of them focus on specific areas of the Congo 

Basin, such as the locality of Makokou in Gabon. A new approach is 

therefore needed to predict temperatures changes in this particular region. 

Although some work focus on temperature prediction, most do not use deep 

learning algorithms. This contribution aims to compare the predictions of a 

Long Short-Term Memory (LSTM) model with those from the combination of 

Wavelet Transform and LSTM (WT-LSTM). The developed LSTM model 

includes two LSTM layers, two Dropout layers (with a rate of 50 %) and a 

Dense layer to outpout the predicted value. The WT-LSTM model shows 

superior results compared to the LSTM model, with a root mean square error 

of 0.45 °C, a mean absolute error of 0.35 °C, and a Spearman correlation 

coefficient of 0.97 °C. These results highlight the importance of using 

advanced approaches to improve climate forecasts in areas crucial for 

biodiversity conservation. The increased accuracy of predictions could help 

better anticipate and mitigate the impacts of of local climate change, thereby 

contributing to the sustainable management of this ecologically sensitive 

region. 

 

I. INTRODUCTION 

      A major challenge of the 21st century, climate change 

poses a real threat (Belle et al. 2016) to the flora, fauna and 

the daily lives of the populations in the Congo Basin (CB) 

(Dellink et al. 2017; Adamo et al. 2018; Grooten and 

Almond 2018). In practice, climate variations inhibit the 

reproduction of certain plant species (Chakanyuka 2019; 

Bush et al. 2020). Animals are increasingly moving in 

search of water sources and food de points  (Moukodouma 

et al. 2023). The survival of populations is threatened by 

frequent floods, landslides, sometimes even earthquakes 

(Adamo et al. 2018; Chirwa and Adeyemi 2020; 

Moukodouma et al. 2023). In addition to the 

aforementioned impacts, soil drought is becoming more 

prevalent in the region (Chirwa and Adeyemi 2020). With 

no arable land left, many inhabitants, of the Congo Basin 
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are gradually dying of hunger (Chirwa and Adeyemi 2020; 

Toto 2023).  

        The impact of climate change on each species (plant, 

animal and human) are becoming increasingly visible. 

Temperature variations are a key criterion of climate 

change. The importance of predicting temperature evolution 

lies in the fact that it plays a fundamental role for all living 

beings. For example, some forest trees require a minimum 

temperature to trigger their flowering (Bush 2018; Ren et 

al. 2021). The human body also actually needs a certain 

temperature to maintain proper functioning (Vecellio et al. 

2022; Vanos et al. 2023). These various observations 

highlight the importance of focusing on temperature 

variations today  (Lee et al. 2023).  

       In this context, several models based on statistical 

approaches and machine learning are increasingly being 

used to predict temperature evolution (Piccolroaz et al. 

2016; Cifuentes et al. 2020). Statistical models are 

commonly to extract patterns from data and to predict new 

observations (Piccolroaz et al. 2016). In a study conducted 

at three points along the Ouémé River in Benin, rainfall, 

average temperature, and evapotranspiration forecasts were 

made possible using an ARIMA (AutoRegressive Integrated 

Moving Average) model (Nounangnonhou and Fifatin 

2016). In another study, future data were predicted based on 

previous meteorological data from the Aceh Besar province 

on the island of  Sumatra, using the  ETS (Error, Trend, 

Seasonal) univariate time series forecasting model (Jofipasi 

et al. 2018).  

        In addition to purely statistical models, the 

improvement in the predictive performance of machine 

learning has led to the emergence of many other models 

(Guillaume 2019; Zameer et al. 2023). In this regard, in a 

study, The Support Vector Machine (SVM) algorithm 

proved to be better at predicting global land-ocean 

temperatures compared to the artificial neural networks 

used (Abubakar et al. 2016). The SVM (Support Vector 

Machine) algorithm was developed by the author Vapnik 

(Vapnik 2013) and is used for both classification problems 

(where the target variable is qualitative) and regression 

problems (where the target variable is quantitative).   

        In another context, Artificial Neural Networks (ANN) 

have been used for predicting hourly air temperature (Li et 

al. 2020; Haque et al. 2021; Gong et al. 2022). These studies 

show that, at the regional scale, deep learning models 

provide much more accurate forecasts than traditional 

machine learning models (Abubakar et al. 2016). 

       All these methods provide fairly acceptable results, but 

they have a major drawback. Statistical models, for 

example, calculate the probability of a meteorological 

phenomenon occurring (Moazenzadeh et al. 2022). 

However, the mechanisms and factors affecting air 

temperature changes are highly complex and nonlinear, 

which increases the difficulty in capturing the dynamic 

temperature changes when predicting long time series (Hou 

et al. 2022). Artificial Neural Networks are a powerful tool, 

but they do not always manage to retain the dynamics when 

the time series is very large (Bharadiya 2023). 

        Given the major drawback that characterizes each of 

the previously described methods, it appears useful to 

migrate towards the approach of recurrent neural networks 

with Long Short-Term Memory (LSTM). This approach has 

already demonstrated remarkable results in processing long 

time series (Yadav et al. 2020; Karevan and Suykens 2020; 

Hu et al. 2020). 

        The issue related to the study of temperature variations 

affect many countries, including those in Congo Basin 

(CB), of which Gabon is a part. The LSTM approach could 

be viable option for predicting temperature changes in this 

region. Indeed, LSTM has the advantage of better adapting 

to sequential data (Xia et al. 2020; Kang et al. 2020). In a 

study conducted at the meteorological station in Yinchuan 

(China), a model based on the bidirectional LSTM 

algorithm has able to predict hourly air temperature with a 

mean absolute error of 1,02 °C(Hou et al. 2022). Other work 

highlighted an LSTM model for predicting both 

temperature and humidity levels in buildings (Wang et al. 

2021). A recent study conducted in Australia revealed an 

average p-value of 0,9994 for the chi-squared test, thus 

proving  that the LSTM model designed in this case 

predicted future temperatures in Australia with very high 

accuracy for one year (Qiu 2023). In the Amazon, an LSTM 

network has been proposed to forecast minimum, average, 

and maximum temperatures until 2030 in 20 major cities 

traversed by the forest (Dominguez et al. 2023). In another 

study, also in the Amazon, a neural network architecture 

was developed to learn to detect deforestation end-to-end 

from time series(Karaman et al. 2023). Regarding our target 

region, climate studies based on Artificial Intelligence (AI) 

methods are virtually non-existent. A review reported some 

figures regarding AI publications in Africa. To date, out of 

2468 published articles in AI in Africa, Cameroon has a 

representation percentage of 0.85% , followed by the 

Democratic Republic of The Congo (DRC) at 0.45% , and 

Gabon at 0.16 % (Ezugwu et al. 2023). However, in 

Morocco, a study based on LSTM algorithm was able to 

predict solar radiation (Boutahir et al. 2022). In Kenya, a 

country with similar characteristics very similar  to those of 

our study region, a recurrent LSTM  neural network model 

was able to accurately forecast monthly precipitation totals 

(Beunk 2021).   
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       Unlike the Amazon, where a significant number of 

studies on temperatures variations prevail, the issue of 

temperature modeling remains very understudied in the 

Congo Basin region. 

        This work compares two models for predicting 

temperatures in Makokou, Gabon. The first model uses the 

LSTM architecture alone, while the second combines 

Wavelet Transform with the LSTM architecture. The 

objective is to demonstrate how integrating the trend 

obtained through Wavelet Transform improves the accuracy 

of temperature forecasts compared to the LSTM-only 

model.  

       This contribution is essential in a region that has long 

been forgotten, yet remains the largest carbon sink in the 

world today (Atyi et al. 2022). Governments and actors of 

the Conference of The Parties (COP) and the 

Intergovernmental Panel on Climate Change (IPCC) aim to 

keep the rise in global temperature within the 1.5°C 

threshold (MAIDOU 2020; Beaudoin and Chaloux 2023; 

Torre-Schaub 2023). This study could thus help the 

governments of the Congo Basin (CB) better plan their 

environmental policies to meet this objective. 

      Our contribution is organized as follows: Section II, 

Materials and Methods, presents the study area and the 

methodology followed. Section III, Results, highlights the 

main findings of the study. Section IV, Discussion, 

elaborates on the various results in light of the 

bibliographical references. Section V is the Conclusion, 

which allows us to summarize the study and outline future 

work that could further enrich the current research. 

 

II. MATERIALS AND METHODS 

1. Study area 

        The study takes place in the locality of Makokou, the 

capital of the Ogooué-Ivindo province in northeastern 

Gabon (Figure 1). Gabon occupies the largest portion of the 

Congo Basin forest (Balada 2021). This forest is 

predominantly found in The Ogooué-Ivindo region, 

particularly in the Ipassa-Makokou Biosphere Reserve and 

the Ivindo National Park (Roland et al. 2016). These two 

reserves alone host a diverse range of plant and animal 

species (Roland et al. 2016; Laguardia et al. 2021). Among 

them, there are approximately 18 species of mammals, 424 

species of birds, 65 species of reptiles, and 47 species of 

amphibians (Roland et al. 2016). Additionnaly, the 

elephant, the forest’s ecological engineer is present in large 

numbers in the Ogooué-Ivindo province (Berzaghi et al. 

2019; Laguardia et al. 2021; Kermabon 2022). Like the rest 

of the country, the locality of Makokou has an equatorial 

climate characterized by alternating dry and rainy seasons 

(Roland et al. 2016). The average temperature in Makokou 

hovers around 24°C, and the annual average rainfall ranges 

between 1600 mm and 1800 mm (Roland et al. 2016).  

 

Fig.1: Location of study area 
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Thus, the locality of Makokou stands out as an area with a 

high concentration of biodiversity. This significant 

biodiversity warrants attention, considering the multiples 

roles it could play for human survival, as well as for the 

fauna and flora. It could also be a key driver in the fight 

against climate change. 

2. Description of the Database 

The climatic data for our study are from the locality of 

Makokou for the period 2000-2020. They were collected by 

the National Climatic Data Center (NCDC). The NCDC is 

a major global repository of meteorological data (Gad and 

Hosahalli 2022).Regarding our study area, only the period 

2000 to 2020 was recorded, with a significant number of 

daily observations (approximately 4,695 observations were 

counted).   

As illustrated in Tables 1a and 1b, many climatic parameters 

are measured at this station. The database contains the date 

of the day (YEARMODA), the average temperature 

(TEMP) in degrees Fahrenheit, the average dew point in 

degrees Fahrenheit (DEWP), the average sea-level pressure 

in millibars (SLP), the station’s average pressure for the 

daily in millibars (STP), the visibility (distance to which 

objects can be clearly seen in meters) (VISIB), maximum 

temperature in degrees Fahrenheit (MAX), mimimum 

temperature in degrees Fahrenheit (MIN), total precipitation 

in inches (PRCP), and all weather conditions (FRSHTT). 

Specifically, in the acronym FRSHTT, we find Fog, Rain, 

Snow, Hail, Thunder, and Tornado.     

Table 1a : Characteristics for the first 5 rows for the first 5 variables [source : NCDC] 

YEARMODA TEMP DEWP SLP STP VISIB 

01/01/2000 70.5 69.2 1006.9 950.2 6.2 

02/01/2000 74.1 68.7 1006.9 949.9 4.7 

03/01/2000 74.6 70.6 1006.2 949.2 6.5 

04/01/2000 74.8 70.7 1005.8 949.4 7.4 

05/01/2000 74.2 70.8 1005.2 948.8 5 

 

Table 1b : Characteristics for the first 5 rows for the other variables [source : NCDC] 

YEARMODA MAX MIN PRCP  FRSHTT 

01/01/2000 75.2 68.4 0.39E 10 

02/01/2000 84.9 65.5 0.03G 100000 

03/01/2000 84.6 66.9 0.00G 100000 

04/01/2000 84.6 67.1 0.00D 100000 

05/01/2000 80.6 68.4 0.02E 100010 

 

During our study, the available database was divided into 

two parts: one part was used for training future mordels 

(which accounted for 80 % of the data), and the remaining 

20 % of the data was used to testing the neural network 

models developed in this study.  

 

III. METHODS 

3.1 Discrete Wavelet Transform (DWT) 

The Discrete Wavelet Transform (DWT) is a discretized 

version of the Continuous Wavelet Transform (CWT), 

where the signal analyzed at specific scales and positions 

(Alessio 2016; Guo et al. 2018). Unlike the CWT, The DWT 

does not produce redundancy, making it more efficient for 

data storage and processing (Ponni alias Sathya and 

Ramakrishnan 2020; Chen et al. 2021).  

In our study, we opted for Symlets of order 4 (Sym4). 

Unlike Daubechies wavelets, which have a non-symmetric 

support, Symlets are nearly symmetric. This symmetry 

makes these wavelets more suitable for certain applications, 

such as image processing and denoising, where edge effects 

are less tolerable (Shahbaztabar et al. 2018 ; Isabona and 

Kehinde 2019 ; Arfaoui et al. 2021). Additionally, like 

Daubechies, Symlets are orthogonal wavelets (Guo et al. 

2022; Daud and Sudirman 2022). This property allows for 

decomposition and reconstruction without loss of 

information, which is essential for many signal processing 

applications (Kumar and Satyanarayana 2022). Finally, 

Symlets are effective for smoothing a signal, meaning they 
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can eliminate small irregularities while preserving larger 

trends (Gossler et al. 2023).  

Before passing the temperature data to the LSTM neural 

network model, we applied a Discrete Wavelet Transform to 

the time series of average temperatures from the locality of 

Makokou. We then extracted the last component from the 

wavelet decomposition. This last component represents the 

trend, typically observed in the low frequencies. The 

extracted trend from the signal was saved in the database to 

be useful for the development of the models.  

3.2 Development of Neural Networks Models 

3.2.1 Long Short-Term Memory Model 

Long Short-Term Memory (LSTM) is a type of recurrent 

neural network designed to overcome some limitations of 

traditional recurrent neural networks. The limitations of 

these traditional recurrent neural networks are related to 

learning long-term dependencies in data sequences. LSTM 

indeed has the advantage of being better suited for 

sequential data (Xia et al. 2020 ; Bagastio et al. 2023).  

An LSTM network consists of a series of LSTM cells (or 

blocks). Each of these cells has a complex internal structure 

that allows it to retain, forget, or modify information based 

on the input data sequence (Qiu 2023). 

The following Figure 2 presents the general architecture of 

an LSTM network. 

 

Fig.2: Architecture of LSTM Network [source: internet] 

 

In the context of our study, we developed a five-layer LSTM 

model. This model consisted of two LSTM layers, two 

Dropout layers, and one Dense layer. In practice, the two 

LSTM layers (each with 50 units) function as memory 

blocks than can retain long-term information. To prevent 

overfitting, we added two Dropout layers with a rate of 50 

%, meaning that 50 % of the neurons were randomly 

disabled during each iteration in the developed LSTM 

model. This regularization technique aimed to prevent the 

network from becoming too dependent on specific neurons 

during training.  

Once the model was constructed, it was compiled using the 

Adam optimizer and the ‘’Mean_Squared_Error’’ loss 

function. Compilation is necessary as it configures the 

model for learning while clearly specifying how it should 

be trained.  

Immediately after compiling the model, we trained it using 

the training dataset (80 % of the data). We then used our 

model to make predictions on the test data. Afterward, we 

reversed normalization process to bring the predicted values 

back to their original scale. Finally, we visually compared 

these predictions with the actual values to evaluate their 

correspondence.    

The last step of our modeling involves interpretability. At 

this stage, we aim to assess the contribution of each 

explanatory variable to the model. To achieve this, we used 

Shapley values, which provide a consistent and fair method 
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for quantifying the impact of each explanatory variable on 

the model’s prediction (Denis and Varenne 2022).   

3.2.2 Performance Evaluation Criteria for the Models 

3.2.2.1 Traditional Metrics   

The models were primarily evaluated using three traditional 

metrics : Root Mean Square Error (RMSE), Mean Absolute 

Error (MAE), and Mean Absolute Percentage Error 

(MAPE) (Boutahir et al. 2022; Ezugwu et al. 2023). 

The RMSE is defined by the following equation (1): 

𝑅𝑀𝑆𝐸 = √
1

𝑁
 ∑(𝑌𝑖  −  𝑦𝑖)2   

𝑁

𝑖=1

           (1) 

In this formula, 𝑁 represents the number, of observations, 

𝑌𝑖 is the actual value, and 𝑦𝑖  is the predicted value. 

The Mean Absolute Error (MAE) defined by equation (2), 

is the average of the absolute differences between the 

prediction 𝑦𝑖  and the actual value 𝑌𝑖 over a sample of 𝑁 

observations.  

 𝑀𝐴𝐸 =
1

𝑁
∑(|𝑌𝑖 − 𝑦𝑖|

𝑁

𝑖=1

)                     (2) 

Starting from equation (2), we can assert that the smaller the 

MAE, the better the model in relation to the data. 

The Mean Absolute Percentage Error (MAPE) is a 

statistical indicator used to measure the accuracy of a 

forecasting model. It represents the average error between 

actual values and predicted values, expressed as a 

percentage. More specifically, MAPE calculates the 

average of the absolute percentage errors of the actual 

values, allowing us to understand how closely or distantly a 

model’s predictions align with the observed values. The 

formula for MAPE is as follows :  

𝑀𝐴𝑃𝐸 =
1

𝑁
∑ |

𝑌𝑖 − 𝑦𝑖

𝑦𝑖

|

𝑁

𝑖=1

× 100                    (3) 

Where 𝑁 represents the number of observations, 𝑌𝑖 is the 

actual value, and 𝑦𝑖  is the predicted value. 

If the MAPE is low, it indicates that the model is accurate 

(the predictions are close to the actual values). Conversely, 

if the MAPE is high, it suggests that there is a significant 

discrepancy between the model’s predictions and the actual 

values.  

3.2.2.2 Wilcoxon Signed-Rank Test  

The Wilcoxon Signed-Rank Test is used to compare paired 

samples, such as the actual values and the predictions of a 

model. The null hypothesis of this test states that the 

medians of the differences between the pairs are equal to 

zero. The alternative hypothesis states that the medians of 

the differences between the pairs are not equal to zero.       

The Wilcoxon Signed-rank Test first calculates the 

differences for each pair of paired values. It then assigns 

absolute ranks to the differences by ordering them from 

smallest to largest. After that, the ranks of the differences 

are reassigned based on their original signs. Next, the test 

calculates the sum of the ranks for the positive differences 

and for the negative differences. Finally, the signed rank 

sums are used to compute the test statistic, which is 

compared to a reference distribution to determine 

significance.  

Regarding interpretation, if the test statistic is large or small 

and the p-value is above the significance threshold (0.05), 

we do not reject the null hypothesis. However, if the 

previous conditions are not met, the null hypothesis is 

rejected.            

3.2.2.3 Spearman’s Rank Correlation Coefficient  

Spearman’s Rank Correlation Coefficient is a statistical 

measure that evaluates the strength and direction of a 

monotonic relationship between two variables (Astivia and 

Zumbo 2017). It is based on three key principles : 

monotonic relationship, ranks, and its formula (Al-Hameed 

and Khawla 2022).  

A relationship is considered monotonic if, as the values of 

one variable increase, the values of the other variable 

consistently either increase or decrease, though not 

necessarily in a linear manner.    

Instead of directly comparing the raw values of the 

variables, Spearman relies on ranks. The values of the 

variables are first ranked, and then the differences between 

these ranks are used to calculate the correlation. Since it is 

based on ranks rather than raw values, Spearman’s method 

is less sensitive to outliers.       

The Spearman rank correlation coefficient (𝜌) is calculated 

from the difference in ranks between the two variables, 

following the formula provided in equation (5) (Eltehiwy 

and Abdul-Motaal 2023) 

𝜌 = 1 −
6 ∑ 𝑑𝑖

2

𝑛(𝑛2 − 1)
               (5) 

Where 𝑑𝑖 is the difference between the ranks of each pair of 

variables and 𝑛 being the number of data pairs. 

If 𝜌 = 1, the relationship is perfectly monotonic and 

increasing, and if 𝜌 = −1, the relationship is perfectly 

monotonic and decreasing. In the case where 𝜌 is zero, there 

is no monotonic relationship between the variables. 

3.2.2.4 Test de Mann-Whitney U 
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To further strengthen the model results, we used the Mann-

Whitney U Test to compare the median residuals of different 

models to see if there is a significant difference between 

their distributions (Vengatesan et al. 2018; Vierra et al. 

2023). 

The null hypothesis (𝐻0) of this test states that there is no 

significant difference between the two samples. In other 

words, the samples have similar distributions. Conversely, 

the alternative hypothesis (𝐻1) states that there is a 

significant difference between the distributions, meaning 

that one of the models tends to produce larger or smaller 

values than the other.   

The Mann-Whitney U Test begins with ranking the data. 

The data from both samples are first combined and ordered 

from smallest to largest. Then, ranks are assigned to the 

values. If two or more values are identical, they receive the 

average of the ranks they would occupy if they were 

distinct.  

After determining the ranks of the data, the calculation of 

the U statistics follows. For each sample, The Mann-

Whitney U Test calculates a U score based on the sum of 

the ranks. The basic formulas are given in equations (3) et 

(4) (Wall Emerson 2023)  

𝑈1 = 𝑅1 −
𝑛1(𝑛1 + 1)

2
         (3) 

𝑈2 = 𝑅2 −
𝑛2(𝑛2 + 1)

2
       (4) 

Where 𝑅1 and 𝑅2 representing the sums of ranks for samples 

1 and 2, respectively, and 𝑛1 and 𝑛2  representing the sizes 

of samples 1 and 2.  

The third step of the test is the selection of the U statistic. 

In practice, the smaller of the two U values is used to 

interpret the test. 

Finally, the associated p-value is calculated from the U 

statistic to determine if the observed difference between the 

samples is significant. If the p-value is less than a threshold 

(often set at 0.05 ), we reject the null hypothesis in favor of 

the alternative hypothesis.  

 

IV. RESULTS 

1. Data exploration  

      The exploration of the database reveals that the daily 

average temperatures in the locality of Makokou fluctuate 

between 20 °C and 32 °C during the study period (2000-

2020) (Figure 3).  

 

Fig.3: Evolution of Temperature Time Serie 

 

As illustrated in Figure 3, the trend extracted after applying the Discrete Wavelet Transform shows a similar evolution to the 

raw data. 
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Fig.4: Temperature Trends 

 

The similarity with the raw data suggests that the trend is relevant for modeling temperatures in the locality of Makokou. 

2. Neural Network Models and Results   

2.1 Long Short-Term Memory Model (LSTM) and Performance Evaluation. 

Once the LSTM model was designed, we trained it (figure 5) and then tested it with the test data (figure 6). The following 

Figure 5 shows how the training and validation losses evolve during the model’s learning phase.  

 

Fig.5: Training and validation loss curves of the LSTM model 

 

Predictions were then made after training the model. Figure 6 highlights the results obtained. 
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Fig.6: Actual values and LSTM Model Predictions 

 

The observation of Figure 6 reveals that the simple LSTM 

model, which had not undergone any prior transformation, 

does not predict temperatures satisfactorily. The traditional 

evaluation metrics yielded a value of 1.62 °C for the root 

mean square error, 1.30 °C for the mean absolute error, and 

a mean absolute percentage error of 4.89 %.  

To further evaluate the simple LSTM model, we conducted 

non-parametric Wilcoxon signed-rank test and the 

Spearman correlation coefficient. The Wilcoxon signed-

rank test indicates a significant difference between the 

actual values and the predicted values (Table 2) 

Table 2: Wilcoxon signed-rank test Results 

  Wilcoxon signed-rank 

Statistic of Test  𝒁 p-value 

LSTM 137748 1.12 × 10−21 

 

The Spearman correlation coefficient (Table 3) suggests a 

moderate significant correlation between the original values 

and the model’s predictions. 

Table 3: Spearman Correlation Coefficient Test Results 

  Spearman's rank correlation 

Correlation coefficient 𝝆 p-value 

LSTM 0.40 8.25 × 10−34 

 

The hyperparameters of the developed LSTM neural 

network are listed in Table 4. These hyperparameters are 

parameters that we intuitively selected before training the 

model, with the aim of minimizing the evaluation metrics.  

Table 4: LSTM Model hyperparameters 

Parameters Values 

Number of Units LSTM 50 

Epochs 50 

Batch_size 32 

Optimizer Adam 

Learning rate 0.001 

Dropout rate  0.5 

 

2.2 Wavelet Transform (WT) combined with Long 

Short-Term Memory Model (LSTM)) 

In order to improve the performance our previously 

designed LSTM Model, we replaced the raw data (average 

temperatures) with the trend extracted from the Wavelet 

Transform. Then, the model was trained for 50 epochs. 

Figure 7 illustrates the evolution of the training and 

validation losses. 
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Fig.7: Evolution of the training and validation loss curves during the training process 

 

There appears to be an overlap of the training and validation loss curves during the training process (Figure 7). Figure 8 

highlights the predictions obtained from this new LSTM model. We observe that this time, there is an almost perfect match 

between the original data and the predictions. 

 

Fig.8: Actual values and Predictions of the WT-LSTM Model 

 

The Root Mean Squared Error (RMSE), Mean Absolute 

Error (MAE) and Mean Absolute Percentage Error (MAPE) 

are 0.45 °C, 0.35 °C and 1.35 %, respectively.   

The Wilcoxon Signed-Rank Test indicates that there is no 

significant difference between the real values and the 

predicted values (Table 5), which seems to confirm that the 

predicted values closely match the original values.  

 

 

Table 5: Wilcoxon signed-rank Test Results 

  Wilcoxon signed-rank 

Statistic of Test  𝒁 P-value 

WT-LSTM 126748 0.08 

 

The Spearman Correlation Coefficient (Table 6) suggests a 

strong and significant correlation between the original 

values and the model’s predictions.  
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Table 6: Spearman Correlation Coefficient Test Results 

  Spearman's rank correlation 

Correlation coefficient 𝝆 P-value 

WT-LSTM 0.97 0 

 

The Mann-Whitney U Test reveals a significant difference 

between the residuals of the simple LSTM model and the 

WT-LSTM (Table 7) 

Table 7: Mann-Whitney U Test Results 

                             Mann-Whitney U Test  

 Statistic 𝑼 p-value 

WT-LSTM 3255419 9.71 × 10−75 

Finally, we evaluated the contributions of each explanatory 

variable to the output of the WT-LSTM model using 

Shapley indices (Figure 9). This calculation shows that the 

average dew point (DEWP), the mean sea level pressure 

(SLP), and the mean station pressure for the day (STP) 

strongly influence the model’s output  

This suggests that these variables play a crucial role in the 

predictions. Following these top three variables, other 

variables include visibility (VISIB), maximum 

temperatures (MAX), and minimum temperatures (MIN), 

which have nearly equal contributions (0.018). Lastly, we 

find total precipitation (PRCP) and the variable FRSHTT, 

which summarizes weather conditions. 

 

 

Fig.9: Contributions of explanatory variables to the WT-LSTM Model 

 

V. DISCUSSION 

For the 10th epoch during the training phase of our simple 

LSTM model, model convergence seems to appear.  

However, for the WT-LSTM model, convergence is 

observed earlier (around the third epoch) and is noticeable 

throughout the training, with training and validation losses 

oscillating around zero. This very rapid convergence of the 

WT-LSTM model could be explained by the presence of 

training data that is quite representative of the overall 

dataset and effective hyperparameter choices for the 

models. Indeed, the evaluation metrics RMSE, MAE and 

MAPE are respectively 0.45 °𝐶, 0.35 °𝐶 et 1.35 %. Such 

values for our performance indicators suggest that the gap 

between predictions and actual values is minimal. These 

results seem to align with those obtained in a study by Park 

et al (Park et al. 2019). In this study, an LSTM model was 

also designed to predict temperature over short periods (6, 

12 and 24 hours) and then extended to 7 and 14 days. This 

LSTM model consisted of 4 LSTM layers and 384 neurons 

(or units). The RMSE obtained in that study was 0.79 °𝐶 for 

the 24-hour prediction, 2.84 °𝐶 for the 7-day prediction, 

and 3.06 °𝐶 for the 14-day prediction. Furthermore, our 

results appear to be consistent with those obtained in 

another study (Inik et al. 2022). This study analyzed a 

ground temperature dataset from 2013 to 2021 in Turkey 

using an LSTM model to predict the average temperature. 

In this analysis, the authors developed a hybrid LSTM-GRU 

model able of predicting the average ground temperature in 
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Bingöl (Turkey). The developed model had 

hyperparameters of a learning rate of 0.001, two layers 

(LSTM et GRU), each with 200 units, and a Dense layer for 

the final model ouput. The RMSE achieved was 1.25 °𝐶. 

All the metric values obtained in these various studies are 

close to ours. Although not working on the same dataset in 

each case, this comparison with these different studies is 

still useful, as it addresses the same problem and utilizes the 

same LSTM strategy. We demonstrate in our work that with 

a low number of layers (2 LSTM layers) and neurons (50), 

our simple LSTM model yields less satisfactory predictions. 

However, after extracting the trend via a Wavelet 

Transform, The WT-LSTM model maintaining the same 

number of LSTM layers and units now predicts 

temperatures better, with minimal discrepancies between 

actual values and predicted values.  

The Wilcoxon signed-rank test reveals a significant 

difference between the actual and predicted values for the 

simple LSTM model, with a p-value of  1.12 × 10−21. In 

contrast, for the WT-LSTM model, the Wilcoxon signed-

rank test suggests that there is no significant difference 

between the actual and predicted values. These results 

indicate that while the simple LSTM model may be 

effective in certain situations, it fails to capture specific 

fluctuations in the temperature time series in this case. On 

the other hand, the p-value (0.08) exceeding the significance 

threshold (0.05) in the latter case emphasizes that the 

combination of Wavelet Transform and LSTM is well suited 

to better capture the underlying complex relationships in 

temperature data. Integrating the Wavelet Transform into 

the LSTM structure significantly enhances its ability to 

capture multi-scale variations and fluctuations in time 

series.   

Several studies confirm the effectiveness of integrating the 

Wavelet Transform into predictive models. In this regard, a 

recent study explores the combined use of Wavelet 

Transform and LSTM for weather data forecasting, showing 

that this combination allows for a significant improvement 

in prediction accuracy, particularly for non-stationary time 

series. The study demonstrated that the prediction of the 

distillation column temperature was improved by 10 % 

using the LSTM network when the data were pre-

transformed via the Wavelet Transform (Kwon et al. 2022). 

Another article indicates that neural network models based 

on the Wavelet Transform achieved better performance in 

predicting climatic time series with improved capture of 

variations at different scales. This study specifically 

employed the combination of Wavelet Transform and 

LSTM to predict daily average temperature in the city of 

Mugla (Turkey). The study noted that with this 

combination, the model outperformed the standard LSTM, 

achieving a mean squared error of  0.56 °𝐶 (Ghasemlounia 

et al. 2024).  

The Spearman correlation coefficient is 0.40 for the LSTM 

model. Although this value is statistically significant with a 

p-value of 8.25 × 10−34, which is less than 0.05, it 

indicates a moderate correlation coefficient between the 

predicted and actual values. This moderate correlation 

suggests that the simple LSTM model does not sufficiently 

capture the complex relationships present in the data. 

However, for the WT-LSTM model, the Spearman 

correlation coefficient reaches an impressive value of 0.97 

with a p-value of zero, indicating an almost perfect 

correlation between the predicted and actual values. This 

confirms that the WT-LSTM model is effective in capturing 

and reproducing the trends in real data, thus providing 

accurate and reliable predictions.  

In a complementary study (Vikas Goyal et al. 2022),  the 

authors demonstrated that the Spearman correlation 

coefficient is a relevant performance criterion for evaluating 

temperature forecasting models, such as those using LSTM 

neural networks. They observed that the Spearman 

correlation coefficient was statistically significant across all 

evaluated models, reinforcing its usefulness in validating 

model performance.  

Additionally, The Mann-Whitney U Test reveals a 

significant difference between the residuals of the simple 

LSTM and WT-LSTM models. This difference indicates 

that the two models are not equivalent in their ability to 

predict average temperature in the locality of Makokou. The 

results of the Mann-Whitney U Test, combined with the 

Spearman correlation coefficient, suggest that the WT-

LSTM model may offer superior performance compared to 

the simple LSTM model. This tests thus support the notion 

that the WT-LSTM is not only more accurate in terms of 

prediction precision but also more robust in capturing the 

complexities of the data. In another study, models were 

developed to predict temperature in wind farms (Mishra et 

al. 2020). The comparison of these models showed that 

those based on Wavelet or Fourier Transforms exhibit better 

performance, demonstrating the added value these 

transforms bring to deep learning model predictions.    

Shapley values reveal that the average dew point (DEWP), 

mean sea level pressure (SLP), and average station pressure 

for the day (STP) significantly influence the model’s output. 

Indeed, the average dew point is an important indicator for 

predicting fog, rain, or snow formation, which directly 

influences temperature predictions via weather models. A 

study analyzed the relationships between air temperature 

and the average dew point in the United States (Russell 

2024).The study demonstrates that the average dew point 

plays a key role in predicting temperatures and 
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precipitation, as it is closely related to air humidity. 

Specifically, the higher the average dew point, the more 

moisture the air contains, which directly affects the weather 

models used to predict temperatures. The authors conclude 

that considering the average dew point in prediction models 

improve forecast accuracy, particularly for extreme weather 

events such as heatwaves or heavy rainfall.    

Moreover, mean sea level pressure and station pressure 

significantly influence large-scale weather phenomena such 

as temperatures. Indeed, atmospheric pressure affects 

temperature by influencing air density and its ability to 

retain heat. For instance, in a high-pressure area, air 

descends, which may lead to an increase in temperatures 

due to adiabatic compression. Conversely, in a low-pressure 

area, air rises, which can lead to a decrease in temperatures  

(Ning et al. 2018). In this regard, a study showed that deep 

learning predictive models (like LSTMs) typically exploit 

sea level pressure to forecast events such as storms, 

confirming the considerable contribution of sea level 

pressure in predicting climatic variables (Rus et al. 2023).  

Although it has the lowest Shapley contribution, the 

variable FRSHTT, which summarizes the weather 

conditions of Fog, Rain, Snow, Hail, Thunder and Tornado, 

also influences the model’s output. This rightly confirms the 

predominant role of weather conditions in temperature 

prediction. This is supported by recent studies (Cifuentes et 

al. 2020; Azari et al. 2022) that present  a significant number 

of studies showing that various weather conditions, 

including total precipitation and maximum temperature, 

greatly influence global, regional, or even local 

temperatures predictions. 

 

VI. CONCLUSION 

The major objective of our study was to predict 

temperature in the locality of Makokou by utilizing a 

database of climate parameters covering the period from 

2000 to 2020. In this context, two deep learning models 

were proposed: the first based on a classic LSTM 

architecture, and the second incorporating a Wavelet 

Transform (WT-LSTM) to capture underlying trends and 

variations in the time series.  

Model validation relied on traditional metrics such as the 

Root Mean Square Error (RMSE), Mean Absolute Error 

(MAE), and Mean Absolute Percentage Error (MAPE). 

Additionally, non-parametric tests, namely The Wilcoxon 

signed-rank test, The Spearman correlation coefficient, 

and the Mann-Whitney U test, were employed to reinforce 

the validation criteria for the models.  

The results obtained showed an RMSE of 0.45°C for the 

WT-LSTMTO, compared to 1.62°C for the simple or 

standard LSTM model. These results indicate that the 

model based on the Wavelet Transform (WT-LSTM) 

effectively captures complex relationships in the 

meteorological data. The Wilcoxon signed-rank test 

revealed no significant differences between the 

predictions of the WT-LSTM model and the actual values. 

This conclusion is reinforced by the Spearman correlation 

coefficient, which reached a value of 0.97 for the WT-

LSTM model. This value, significant correlation between 

the predictions of the WT-LSTM model and the actual 

values.  

Moreover, the Mann-Whitney U test highlighted a 

significant difference between the residuals of the two 

models, demonstrating that the two architectures do not 

capture the underlying relationships in the data identically. 

This confirms that the WT-LSTM model, which 

incorporates the Wavelet Transform, is better suited to 

model complex climatic trends in temperature time series.  

In conclusion, this study demonstrates that adding the 

Wavelet Transform to an LSTM architecture significantly 

enhances the predictive performance of recurrent neural 

networks, particularly in the context of long-term 

temperature forecasting. It would be interesting in future 

studies to explore the integration of this model with other 

advanced deep learning techniques and to apply this 

method to order climate parameters such as rainfall, in 

order to generalize these results and improve the 

understanding of meteorological dynamic in various 

regions of the Congo Basin.   
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